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Abstract

We describe early results from the Center for Exascale Simulation of Advanced Reactors (CESAR).
These flow naturally from our project plan to evolve existing petascale codes to exascale, couple them
in order to provide accurate multiphysics simulations of advanced nuclear reactor designs, and carry out
code development in a codesign environment that incorporates computer vendors and system software
developers in the application development process.

1 Introduction

The Center for Exascale Simulation for Advanced Reactors (CESAR) aims to develop a coupled, next-
generation nuclear reactor core simulation tool capable of efficient execution on exascale computing plat-
forms. The new code, TRIDENT, will enable tight coupling of extreme-fidelity models in the three physics
domains relevant to reactor analysis — neutron transport, structural mechanics, and thermo-hydraulics. These
new modeling capabilities have broad relevance across a wide range of disciplines. At the same time they
enable new critical reactor design analyses for both existing and next-generation reactors. Three classes
of such new problems will serve as the application drivers for CESAR: (1) modeling of full-vessel, cou-
pled neutronics/thermal-hydraulics for systems in natural convection conditions, (2) accurate fuel depletion
modeling using coupled highly detailed neutronics and thermal-hydraulics modeling needed in breed/burn
concepts, and (3) detailed structural mechanics coupled to both neutronics and thermal-hydraulics to assess
core reactivity feedback and fuel assembly structural integrity. Existing industry tools cannot resolve these
detailed physics couplings, and the reduced-order models currently in use have significant economic impact
on reactor design, licensing, and operation.

Our original plan was to start with three currently well-performing codes (in thermo-hydraulics (Nek5000),
neutronics (UNIC, OpenMC), and structural mechanics), use them to understand scaling and performance
issues on both near future and future exascale planforms, and coupled them at scale to enable attacks on
nuclear engineering problems impossible with conventional methods. Budget downsizing has caused us to
put the structural mechanics component on hold for the time being, but we are still architecting the coupled
code so as to make possible its later addition. Our initial progress has been in support of our original goals
for the thermo-hydraulics and neutronics components. We describe this progress in the following areas.

1. Carry out investigation of our initial codes in depth, focusing on scaling issues and performance on
future platforms. This is done with a combination of performance measurement tools, performance
modeling tools, and custom kernels and mini-apps. See Section 2.1.

2. Prepare these codes for coupling by developing memory access interfaces. See Section 2.2.

3. Study the application of uncertainty quantification techniques appropriate for nuclear engineering
applications. See Section 2.3.



4. Study new hardware developments in the context of our applications, including the many-core many-
thread architecture of IBM’s BG/Q, NVRAM, and GPGPU’s. See Section 2.4.

5. Design custom visualization for the project, coupled to the coupling mechanism for the coming merge.
See Section 2.5.

6. Plan the demonstration calculation for the first year. See Section 2.6.

7. Finally, we have put in place the infrastructure in which to carry out our code development and our
codesign activities in particular. See Section 2.7.

2 [Initial Progress

In this section we describe the progress we have made in multiple areas across the project.

2.1 Analyzing Existing Codes

The CESAR project begins with mature, peta-scale enabled application codes as the starting point for
exascale co-design activities. Our foundational codes are Nek5000 for CFD with heat transfer (thermo-
hydraulics), UNIC for deterministci neutron transport, and OpenMC for Monte Carlo neutron transport. A
critical early milestone of CESAR is the abstraction of mini-applications and communication kernels that
allow the focused, in-depth study of key performance issues for different aspects of the applications. Below
we discuss our kernel application development efforts and early results.

2.1.1 Early Experiments with the Nek-bone Skeleton Application

Setup: The accompanying figures show performance results for initial trials with the Nek skeleton code as
a function of the number of elements per core (£) and number of cores (P) on a 2.66 GHz Intel Xeon (the
ANL/MCS churn compute server).

The test runs through 100 iterations of unpreconditioned conjugate gradient iteration with £y = E' x P

spectral elements of order N, for a total gridpoint count of n ~ EtNg. Each brick-shaped element com-
prises N3 = (Np + 1) points, ordered lexicographically (i.e., i-j-k ordering), and the elements themselves
are arrayed in a one-dimensional 1 x 1 x E, array, so that any element shares at most two faces and at most
two faces per core are exchanged in the direct-stiffness summation process (the finite-element equivalent of
a halo-exchange). Tests were made for polynomial order N,=7 (left) and N,=9 (right). For each case, two
trials (a and b) were run to test repeatability. Tests were performed without interference from other active
processes.
Results: The 8-core Xeon shows clear performance degradation as the number of active cores is increased,
particularly as one steps from 6 to 7 cores, at which point the per-core flop rate drops from > 2 Gflops
to 0.5-1.0 Gflops. This drop is probably a result of having dual quad-core chips and crossing to the point
where one of the chip’s core count is saturated. The performance for 6 cores or less is quite repeatable, but
is less so for P=7 or 8. There is also a clear drop in performance for larger memory applications as can be
seen when £ > 60 for N =8 or £ > 30 for N = 10.

Finally, we also show results for P = 2048 with BG/P in vn-mode for N=8. Two interesting features are
observed. First, the performance is quite low (~ 300 Mflops), despite having assembly coded matrix-matrix
product routines available that, in principle, exploit the double-hummer floating point unit. (For IV even, all
data is quad-aligned, which allows use of the the double-hummer.) With the double-hummer, the 850 MHz



Nek Skeleton Performance: churn and intrepid, N=8
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Figure 1: Nek skeleton performance on an 8-core 2.6 GHz Intel Xeon for polynomial order N,=7 (left) and

N=9 (right). (Data array sizes N> = 83 and 103, respectively.)

BG/P core should be capable of a peak 3.4 GFLOPS, in contrast to the 5.3 GHz peak of the Xeon. Secondly,
there is an interesting beat phenomenon that shows radical (almost 2x) performance variance as a function
of E. (This latter feature is evident in other tests but not precisely repeatable.) We note that there is no such
discrepancy between the BG/P and Churn platforms for the full Nek5000 code, which points to a need for

full code analysis as well as principal kernels.

2.1.2 Early Results with MOCFE Mini-App

For deterministic transport, the method of characteristics
approach MOCFE [12] was selected as an initial focus of
more detailed study on exascale machines. In MOCFE
the neutral particle transport equation (function of space,
angle, and energy) is written as a set of G x A x T cou-
pled differential equations, where GG, A, and T, are the
number of energy groups, angles, and trajectories used
to discretize the domain, respectively. The number of
trajectories is strictly dependent upon the angle and the
larger the number, the better the accuracy of the solution.
Figure 3 shows an example refinement in trajectory dis-
tribution (black lines) for a particular angle on a VHTR
reactor geometry [12].

Figure 2 shows the scaling results on the develop-
ment version of MOCFE on BlueGene/P for a problem
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Figure 2: Scaling Results for the MOCFE code

with maximum 10'? degrees of freedom (DOF). In Figure 2, the “serial” point is actually a decomposition
involving 128, 1, 16, and 512 pieces for strong spatial, strong angle, weak angle, and weak spatial scaling.
The mini-app development greatly simplifies MOCEFE to its basic components, yet carries out commu-



Figure 3: Variation in the Trajectory Density for a Reactor Geometry.

nication in a similar pattern. More complicated communication patterns and the complex load imbalance
issues observed in MOCFE can easily be contrived by changing the source. Preliminary results on a single
node system indicate behavior similar to that of the MOCFE solver.

As the next steps in this work, we will verify the behavior of the proxy application at large scale on
Argonne’s Intrepid system using a series of standard performance tools and application specific performance
tracking techniques as well as conduct a series of parameter studies highlighting potential bottlenecks in the

code as we increase scale.

2.1.3 Early results with MCCK

While not historically competitive performance-
wise with deterministic methods in reactor physics,
Monte Carlo (particle-based) neutronics algorithms
potentially become significantly more attractive as
we move to candidate exascale-type architectures.
Thus, we designed and carried out a series of perfor-
mance analyses with the mini-application MCCK
(Monte Carlo Communication Kernel) and the the
OpenMC code. The aim of these analyses was to
understand the key performance issues underlying
Monte Carlo neutron transport computations on ex-
ascale architectures. Our inital studies focused on
the feasibility of carrying out domain decomposi-
tion (i.e., to distribute the tally memory across pro-
cessors) to enable realistic computations on archi-
tectures with much lower memory per core.

Three key issues have been studied so far: the
first involved measuring the cost of communica-
tion for domain-decomposed codes. Details are dis-
cussed in [9]. The second involved studying the
performance penalties brought about by load imbal-
ances [10] when using many cores. Finally, we an-
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alyzed the possibility of using in-place many-to-many communication algorithms to save memory for high
leakage rate problems [2].

- Bl pn | 3oiZq [IA™e* | et
experiment BIN [+4 svopr | ¢ | TR A
full assembly 1.00 1.13 1.13 | 3.24 | 3.67
quarter assembly 1.00 2.58 2.58 | 3.28 | 847
ninth assembly 1.00 6.98 6.98 | 3.45 | 24.15

Table 1: Values of A and the various terms which contribute to it for each of the three numerical experiments.
The tables used values of inverse latency 8 = 10_8pa‘;§fde and tracking time p1 = 5x 1074 paf,ffde. Note that
within the precision presented the bandwidth term (second column) is identical in all cases, a manifestation
of the fact that bandwidths are much higher than tracking rates. Notice also that the load imbalance penalty

is magnified significantly on the finest partition’s grid.

2.2 Scalable Coupling of Highly Parallel Codes

The goal of this task is to perform coupled neutronics, heat transfer and fluid flow, and eventually structural
mechanics modeling of a reactor core. The underlying coupling technology must be able to link to existing
physics codes (UNIC, Nek5000, and Diablo), and treat the various mesh types used in those codes. We will
use the solution transfer functionality in MOAB for this purpose [14]. Recently, MOAB was used to couple
the PBSM basin modeling code to the FWI3D seismic code [16]. The coupled code was demonstrated to
run on 8192 nodes of an IBM BG/P (in SMP mode), with solution transfer accounting for less than 3% of
the overall runtime.

Work has started on fully integrating MOAB into Nek5000 and UNIC. Nek5000’s interface to MOAB
was enhanced to enable both fluid and conjugate heat transfer calculations. At the same time, input process-
ing was improved to allow specification of boundary conditions and material/physics regions (i.e., fluid or
conjugate heat transfer) without requiring recompilation of the code. The UNIC interface to MOAB was
updated in preparation for enabling parallel input and output from/to MOAB. Efforts were also undertaken
to link the Diablo code to MOAB.

OpenMC is being used as the test bed to evaluate the feasibility and performance in coupling stochastic
neutron transport and fluid flow/heat transfer fields by using recently-developed nonlinear low-order op-
erator techniques as the iterative bridge between Monte Carlo and thermal fluids. Initial results for very
large-scale steady-state light water reactor (LWR) applications are extremely promising, and effort to ex-
tend this coupling to time-domain neutronics is underway. These time domain extensions represent the first
credible attempt to push Monte Carlo neutron transport methods into time-domain coupled-physics nuclear
reactor applications a truly huge scale simulation problem.

A paper describing this work [11] is being presented at SIAM’s Twelfth Copper Mountain Conference
on Iterative Methods (March 25-30, 2012). This paper also presents a detailed specification for the first-
of-a-kind massive-scale LWR simulation benchmark of coupled neutronics/fluids analysis methods. This
benchmark includes extensive measured reactor data covering two cycles of plant operations that will be
extremely useful in V&V/UQ of the reactor simulation tools developed in the CESAR project.



2.3 Uncertainty Quantification in Reactor Modeling

The tasks of the uncertainty quantification in the codesign context are two-fold. First, we design and develop
the tools that allow uncertainty quantification for nuclear reactor modeling on exascale platforms. Second,
we aim to identify simulation of interest where numerical error is the limiting factor, as opposed to un-
certainty in physical data. Success in this task will ensure that exascale computing for CESAR is not only
possible, but is also necessary for the so-identified problems. However, the latter is a demanding task, as
uncertainties in nuclear data often come in at 10-20%, which tends to dwarf high fidelity concerns.

We made recent progress in both aims, as described in [3]. We devel-
oped a novel adjoint approach for differential-algebraic equations, which
allows us to estimate both numerical error and uncertainty effects for
time-dependent approaches. The critical novelty is that our approach al-
lows for error in the constraints, which then allows for gauging the effects
of iterative solvers in the constraints. We demonstrated this in the case
of the depletion simulation for the traveling-wave reactor, one of the tar-
get application reactors for CESAR, in which case the constraints are the
neutronics calculations. A very important finding, which we expect to
guide us to achieving our second aim, is that the adjoint variables are 10°
times larger in the beginning of the simulation than at the end of the sim-
ulation, as shown in Figure 5. This indicates that the numerical error has
to be 10° times smaller in the beginning of the simulation than at the end
for comparable effects. This leads us to hypothesize that beginning cycle
calculations may be more limiting than data uncerainty effects.

2.4 Adapting to New Hardware
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In this section we describe some early efforts to evaluate next-generation hardware in the context of our

appliction codes.

2.4.1 Next-Generation Blue Gene

A co-design methodology has been developed which incorpo-
rates both simulation technology at the small scale and analytic
modeling capability at the large scale to explore both the small
and large scale system architecture space, as well as potential
application designs. This framework is shown in Figure 6.
Parameters derived from the system architecture (using
measurement and simulation) are combined with an ana-
lytic representation of application behavior to derive a perfor-
mance model. This model takes as input empirical or simu-
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Figure 6: Co-design workflow incorporat-
ing both small-scale simulation and large-scale



form the initial focus for this work. At the small scale, these codes are executing on Blue Gene/Q hardware
where performance measurements are obtained. Simultaneously, models are under development for these
codes and scaling behavior is under study. Completed and validated models will form the basis for future
architectural and application studies.

24.2 NVRAM

In order to meet the power constraints of an exascale system, the CESAR team is exploring the potential
use of non-volatile random access memory (NVRAM). In contrast to traditional memory, NVRAM does not
require continuous power to retain data. As a consequence, NVRAM can be much more energy efficient for
certain memory access patterns. The most common example of NVRAM is the increasingly popular NAND
flash memory used in consumer electronics. Our analysis is focused on three types of NVRAM which have
promising properties for HPCspin-transfer torque (STTRAM) memory, phase-change (PCRAM) memory
and memristors (MRAM).

Our analysis investigates the CESAR applications using NV-SCAVENGER, a binary instrumentation
tool that characterizes an applications memory access pattern and identifies which data structures are a good
fit for NVRAM in an exascale hybrid DRAM-NVRAM memory architecture. Our preliminary results from
Nek5000 on the 2D eddy problem identify numerous opportunities for the use of byte-addressable NVRAM.
In total, 31% of the overall memory footprint is accessed in a pattern that is suitable for NVRAM. Results
from simulation suggest a potential 28% reduction in overall power consumption. This analysis also resulted
in a set of general rules for what makes an NVRAM-friendly scientific application.

Our preliminary study is focused on understanding the characteristics of Nek and UNIC to determine
if they could easily make use of a hybrid DRAM-NVRAM memory architecture by partitioning their data
structures into the two different memory spaces. Initial results are positive. However, given NVRAMs
device level costs and asymmetric latencies, further analysis is required before making any conclusions
about performance and energy efficiency for general exascale applications. Details will be published in [4].

243 GPGPU’s

Setup: We selected the hexahedral spectral element Laplace operator as an involved and representative
kernel that constitutes a significant portion of the operational time spent in the solution of the pressure
equation step in the Nek thermofluids solver when using a temporal splitting scheme. In tensor array notation
the operation consists of

(Au)eijk = sz ((Gour)emjk + (Glus)emjk + (qut)emjk)
+ ij ((GluT)eimk + (Ggus)eimk + (G4ut)eimk)
+ Dk ((GQUr)ez'jm + (GHug) eijm + (GPup)eijm) -

with 0 < 7,5,k < N, and 0 < e < K where K is the total number of hexahedral elements. Here D is an
N x N dense matrix, and the line derivatives of the solution are also computed in the kernel with

(ur)eijk‘ = Dimuemjkv (us)eijk = Djm”eimky (ut)eijk = Djmueijm-

The geometric factors for the transformation between the reference element and the physical elements are
encoded in the G arrays.

We prototyped two families of kernels to gain an understanding of the GPU performance bottlenecks in
handling the above sum reduction and scaling operations. The first family uses a natural three-dimensional



OpenCL work group of threads with an extensive local memory footprint, but the maximum order of element
is limited by the cap of 256 threads in an OpenCL work group size to 5th order or lower. The second family
of kernels uses a two-dimensional work group with the solution w rolled through registers in an approach
adapted from Micikevicius’s three-dimensional finite difference kernels. The second kernel family uses
more registers but can be used beyond 5th order elements up to an order determined by the available register
file and local memory.

Results: In Figure 7 we show the range of performance obtained by the two families of spectral element
Laplacian kernels on an NVIDIA Fermi from a GTX 590 GPU and an AMD Tahiti on an AMD Radeon
HD 7970. A reference line for each benchmark shows the theoretical maximum performance if we fully
saturate the memory bandwidth. The best performing kernels on the AMD GPU scale reasonably close to
the bandwidth saturated limit. The reasons for the lower percentage of peak attained on the NVIDIA GPU
are still under investigation.
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Figure 7: Performance of a sequence of hand-coded, parameterized, OpenCL kernels of slab (red dots) and
block (blue dots) type for the hexahedral element spectral element Laplace operation. The red line shows
theoretical peak assuming the kernel is memory bandwidth limited. Left: performance on one Fermi GPU
chip on the NVIDIA GTX 590. Right: performance on the Tahiti chip of an AMD HD 7970.

2.5 Visualization in CESAR

Figure 9 outlines the structure of our activities on three
levels: data models, tasks, and tools. Two data model
interfaces are being supported: access to the codes’ na-
tive data structures and access through the MOAB mesh
interface. Data management, analysis, and visualization
tasks may be executed in situ, in coprocessing mode,
in postprocessing mode, or in combination, and include
custom data analyses, production and custom visualiza-
tion, and I/O. Our research targets all of these tasks,
and builds on a number of open-source tools, including
VTK [8], ParaView [6], Vislt [1], DIY [7], GLEAN [15],
and MOAB [13].
Our accomplishments to date include:

Figure 8: Nek5000 custom visualization. Left:
T-junction benchmark visualized in postprocess-
ing using Vislt. Right: Eddy benchmark visual-
ized in situ using VTK.
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Figure 9: Left: The structure of the CESAR data management, analysis, and visualization research. Right:
Custom software organized into modules that can be executed at various locations.

Demonstrated accessing in situ data in Nek5000 via both native and MOAB data models
Demonstrated calling back into native Nek5000 during in situ analysis and using its functions as
needed for analysis

Demonstrated computing lambda-2 vorticity in situ in Nek5000 and filtering it to a small subset of
values

Captured and replicated the current Vislt visualization workflow for Nek5000

Repaired and upgraded Nek5000 reader in ParaView

Ran VTK in situ in Nek5000 via native data model

Two examples of these success are shown in Figure 8. We have successfully replicated the existing Vislt
workflow used by previous projects to generate the T-junction visualization shown at left, run in parallel on
the Eureka machine at the Argonne Leadership Computing Facility. At right, for the first time, a prototype
visualization using VTK was generated in situ in Nek5000 using its native data model.

2.6

A Reactor Engineering Calculation

Figure 10: Most unstable eigenmode for a differentially heated cavity, left - modal analysis, right - adjoint
method

The first task undertaken has been determining the focus problem and procuring the data to produce a
meaningful simulation. The proposed reactor simulation is based on the MASLWR experimental facility at



Oregon State University. The experiment is designed to be in-scale with an SMR design. Drawings, steady-
state data, and some specific transient data are available. At the moment we are focused on reproducing
the steady state by the means of a single phase simulation with Nek5000. A CAD file from the drawings is
under preparation. The next step will be simulating a start-up transient. The size of the problem is ideal for
beyond-petascale simulations.

Concurrently with the preparation of the simulations, we are working on implementing in Nek5000 tools
that are able to predict the stability of a given flow solution in natural convection. The methodology would
be based on the solution of the adjoint problem as well as the direct problem. The method is currently
implemented and tested on differentially heated cavities and thermosiphons [5]. The results obtained are
largely conistent with those available in the literature for traditional modal linear stability analysis. The
differences between the results of the two methodologies are currently under investigation (See Figure 10).

2.7 Crosscutting Activities

A project of this size requires a certain amount of publicly accessible infrastructure in order to facilitate both
internal and external communication.

2.7.1 Web Site

In order to provide public visibility as well as access to assorted documents for the ASCR Program Of-
fice, we have created a web site, https://cesar.mcs.anl.gov, at Argonne. This site is still under
construction, but is beginning to take shape. It will be a single point of reference for highlights, reports, pub-
lications, personal contacts, etc., for the CESAR project. It contains a “internal” section as well, available
only to project members, to facilitate communication within the project. It currently contains presentations
given at our project meetings.

2.7.2 Code Repository

All members of the Project (See CESAR web page under “People”) have access to a code repository con-
taining both our current full applications and the “mini-apps” or “skeleton apps” described in Section 2.1.
These are our internal working copies. As the Codesign Center Consortium becomes established, we will
package certain of these codes and make them available to the Consortium and to vendors other than our
vendor partner.

2.7.3 Codesign Activities

A distinguishing feature of our Center is the (funded) partnership with IBM to facilitate the sort of codesign
activities that are best accomplished with an IBM employee as part of our project. Initial activities in this
area have been collaboration with our program modeling activities (see Section 2.4.1) and in the area of data
analysis hardware characteristics (see our position paper on the topic).
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